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Recap: Neural Networks
Recap: The CNN

Model architecture
Training configuration

Building mapping

Overview

o Recap: The Neural Networks
® Recap: The CNN

o Model architecture

® Training Configuration

o Building mapping
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Machine learning with the Neural Networks

Recap: Neural Networks

Recap: The CNN
® Inference: constructing a certain mapping/relationship between
known input and output

Model architecture
Training configuration

Building mapping ® Prediction: estimate unknown output with new input

G — sz — [

Input Feature extraction + Classification Output
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The CNN: for different purposes

Recap: Neural Networks
Recap: The CNN

Model architecture
Training configuration

Building mapping
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Recap: Neural Networks
Recap: The CNN
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The CNN: for different purposes

Recap: Neural Networks
Recap: The CNN

Model architecture

Training configuration [~~~
Building mapping - /
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For image segmentations: AutoEncoder

Recap: Neural Networks
Recap: The CNN
Model architecture

Training configuration

Encoder Decoder

Building mapping

B Conv + Batch Mormalisation + Rell
B Fociing I Upsampling Saltmas
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For image segmentations: AutoEncoder

Recap: Neural Networks
Recap: The CNN

Model architecture

Training configuration Input Convolutional Encoder-Decoder Output

Pooling Indices

Building mapping

RGB 'mage Bl Conv + Batch Normalisation + RelU Segmentation
B Footing I Upsampling Softmax
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Variations of encoder-decoder architecture

-
Recap: Neural Networks

Recap: The CNN 64 64
) 128 64 64 2
Model architecture
. . : input
Training configuration - R output
'Mage 1|+ *1*1* segmentation
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1 1 1 ] off f ™
Building mapping ool s EEE
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Training configuration

Recap: Neural Networks

Recap: The CNN

o Training data preparation: generalizable
Model architecture
Training configuration o Model configuration: complexity, over/under-fit
Building mapping
High Bias Low Bias
Low Variance High Variance
- ------ e maaa -

Test Sample

Prediction Error

/

Training Sample

Low High

Model Complexity
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Building mapping: Important!

Recap: Neural Networks
Recap: The CNN

Model architecture
Training configuration

Building mapping

https://newatlas.com/unequal-scenes-drone-photograpy/55899/#gallery
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Training labels for the model

Convolutional Encoder-Decoder

Input Output

;..

Pooling Indices

Building mapping

RGB lmage E-Corw + Batch Normalisation + RellU Segmentat'on
| I Pooting I Upsampling Softmax |
Smple image Sample mask
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Building mapping

Training labels for the model

RGB Image

Convolutional Encoder-Decoder

Pooling Indices

:-Conv + Batch Normalisation + RelU
B Footing I Upsampling Softmax

(b) (C)

Output

|

|

Segmentation

(d)




EDEAMAP
SUDAN . _
Overview of the exercise

-
Recap: Neural Networks

Recap: The CNN

Model architecture

® Python notebook on CRIB, ITC
Training configuration
Building mapping o Load and preprocess data
® Prepare training data
® Training Configuration: architecture, learning rate,

loss, epochs

o Prediction



