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Introduction

Supervised classification

Classification algorithms

[l Accuracy assessment
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EA%@K Image classification process

1. select images

2. Define clusters in feature space
Q Unsupervised e.g. ISODATA, k-means

Q Supervised e.g. rule-based / provide training data
3. Select classification algorithm

0 Box classifier

Q Minimum distance to means

Q Machine learning (Maximum likelihood, RF, SVM)

Q Deep learning (CNN)

4. Run classification

5. validation of the result

Online training — 15 July 2021
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[ Supervised classification

a. With training data
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19asttthy i 1l ivn9a090191



IBEAMAP sy pervised classification

SUDAN

[l User must provide
training data (a priori
knowledge)

| Classification algorithm
learns from training data

to find patterns and I B
translate this into classes

Online training — 1°tJuly 2021

H B B

A = water

B = agriculture

C =rock

® CCRS/CCT



EBEAMAP  proyide training samples

SUDAN

Training samples should form clusters .

.I
that = I..
| Represent the variability within each =
~ :l.... W trees
CIaSS § B houses
B bare soil
wheat
| Have enough samples per class -
s = .. "
| Do not overlap with other clusters 7 vand A

Online training — 1°tJuly 2021


https://www.google.com/url?sa=t&rct=j&q&esrc=s&source=web&cd&cad=rja&uact=8&ved=2ahUKEwiujsmA8rfxAhWKjqQKHaGLBtUQFjAAegQIBhAD&url=https%3A%2F%2Fwebapps.itc.utwente.nl%2Flibrarywww%2Fpapers_2009%2Fgeneral%2Fprinciplesremotesensing.pdf&usg=AOvVaw1PKipkVpE4cmTAaeQg6YHW

EBEAMAP  provide training samples

SUDAN

|| Obtained directly in the field, or

independent data, or interpreting
an image.

' Taken over small zones of the
image

[l Training sample quality
impacts classification

Online training — 15 July 2021


https://www2.geog.soton.ac.uk/users/trevesr/obs/rseo/supervised_classification.html

IBEAMAP  Training samples

SUDAN

| Advantages:
2 Analyst controls information classes
® Specific purpose; change detection

| Disadvantages

o No “natural” spectral classes (imposed)
o Spectral class may be heterogeneous
o Training data may not be representative

Online training — 1°tJuly 2021
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EBEAMAP  (|5ssification algorithms

SUDAN

| Parametric (assumes normal distribution of data)
a2 Minimum distance to means (MDM)
2 Maximum likelihood

.| Non-parametric (doesn’t assume normal distribution)
o Box classifier (parallelepiped)
o Random forest (RF)

2 Support Vector Model (SVM)
o Artificial Neural Networks (ANN)

Online training — 1% July 2021 11



EBEA%@R Box classifier

Partitioned feature space

255
Also known as the

parallelepiped classifier

Advantages
| Computationally efficient T

Band 2

| Mathematically simple

Band 1

255
1
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https://www.google.com/url?sa=t&rct=j&q&esrc=s&source=web&cd&cad=rja&uact=8&ved=2ahUKEwiujsmA8rfxAhWKjqQKHaGLBtUQFjAAegQIBhAD&url=https%3A%2F%2Fwebapps.itc.utwente.nl%2Flibrarywww%2Fpapers_2009%2Fgeneral%2Fprinciplesremotesensing.pdf&usg=AOvVaw1PKipkVpE4cmTAaeQg6YHW

IDEAMAP
SUDAN Box LR R e
I | u Y lig S8
f v Y, Ve uiss ]
In which cluster : I A—
would point 1 go? : g Y oot
: ST I o ~: o,
Disadvantages T o = "y
| Class overla ] B
. P i WH HHH
1 T
— i i JHH
| Insensitivity to S Ll
covariance (shape & | ™'w | oG
} ! IF £ |
orientation of classes)| . %" ke p e |
Source : Lillesand T., Kiefer R. W., Chipman J. (2015), I Wiy i iF E F [
Remote Sensing and Image Interpretation, Wiley and - Wl - ]
sons, 736p, ISBN: 978-1-118-34328-9.

e s s s e e A e R |
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EBEAMAP  |\inimum distance to means (MDM)

SUDAN
Advantages
| Computationally : Without
efficient P _’h threshold
| Mathematically 0 distance
SI m p I e 1 ° sartitioned feature s;ixacr;d L
Disadvantages >
| Cluster mean may ° =S With
be far
°.° Minimum Distance to Mean th reShOId
| Insensitive to class |  distance
variability :

Online training — 1% July 2021 15


https://www.google.com/url?sa=t&rct=j&q&esrc=s&source=web&cd&cad=rja&uact=8&ved=2ahUKEwiujsmA8rfxAhWKjqQKHaGLBtUQFjAAegQIBhAD&url=https%3A%2F%2Fwebapps.itc.utwente.nl%2Flibrarywww%2Fpapers_2009%2Fgeneral%2Fprinciplesremotesensing.pdf&usg=AOvVaw1PKipkVpE4cmTAaeQg6YHW

EBEAMAP \aximum likelihood

SUDAN

| Sensitivity to variance and covariance:
o Assumption: training data = Gaussian distribution

® Generally reasonable for common spectral response

distributions

o Mean values and covariance matrix
o Probability density function

'l Pro
| Hig
fot

nability of x to belong to each category

nest probability (most likely class) — assigned

nat category

Online training — 1% July 2021

17



EBEAMAP \aximum likelihood

SUDAN

255

Without
threshold

Band 1 255

With
threshold

Feature space partitioning
Maximum Likelihood Classifier

Online training — 1%t July 20 ...
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https://www.google.com/url?sa=t&rct=j&q&esrc=s&source=web&cd&cad=rja&uact=8&ved=2ahUKEwiujsmA8rfxAhWKjqQKHaGLBtUQFjAAegQIBhAD&url=https%3A%2F%2Fwebapps.itc.utwente.nl%2Flibrarywww%2Fpapers_2009%2Fgeneral%2Fprinciplesremotesensing.pdf&usg=AOvVaw1PKipkVpE4cmTAaeQg6YHW

EBEAMAP  Other machine learning

SUDAN

Machine learning tools that are
more robust with non-normal

C
]

]

]

istributions:
Random forest (RF)

XGBoost (Extreme Gradient
Boosting)
Support vector machines

(SVM)

Online training — 1% July 2021

All image
Sample segments
of (without
segments label)

:

101
010

10
01

E

Tl |

—

Classified segments
(predicted label)

- O

101
010

© T. Grippa (ULB)
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https://www.researchgate.net/profile/Tais-Grippa

EIBEAMAP |\/achine learning vs. Deep learning

SUDAN

= Machine Learning >< Deep Learning

Machine Learning

&by — 227 — Il

Input Feature extraction Classification Output

Deep Learning

& — =227 — [l

Input Feature extraction + Classification Output

© Dey (2018) - TowardDatascience
Online training — 15 July 2021 21



https://towardsdatascience.com/cnn-application-on-structured-data-automated-feature-extraction-8f2cd28d9a7e

EBEAMAP  spatial unit <> Features <> Classification method

SUDAN
Which spatial Which image Which method to
unit? features classify features
Pre. Pixel =~ || Tone / * Rule-based
processed colour e Machine
raster Texture learning
Image '
g \ Shape (supervised or
. unsupervised
Object Size g )

(segmentation) * Deep learning

Online training — 1*July 2021 © PennState .,


https://www.e-education.psu.edu/geog160/node/1958

IDEAMAP

SUDAN

[0 Accuracy Assessment

Online training —
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IBEAMAP  Accuracy assessment

SUDAN

= Sources of errors
o Mixels, pre-processing, classification, human
2 NOT distributed randomly

" Essential !

= Reference data
2 Field, high resolution imagery, ...
2 As good as possible
2 Might be imperfect

" Comparison: classification vs. reference data

2 Accu racy assessment
Online training — 1°tJuly 2021
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IDEAMAP

Error matrix

SUDAN
Reference Data
Water | Forest Urban Total
Water 21 6 0 27
4y}
©
(@] Forest 5 31 1 37
5
=
§ Urban 7 2 22 31
O
Total 33 39 23 95

Online training — 1°tJuly 2021

= 95 sample
reference
points in total

= Compare
reference data
with classified
data for these
samples

22



IDEAMAP

SUDAN

Error matrix: Overall accuracy (OA)

Reference Data

Water | Forest Urban Total
C T~
N
Water 21 & 0 27
@© N\
y N
O | Forest \9\ 31 N 37
©
QJ A
=
& Urban 7 \ 22\ 31
6 N \
Total 33 39 %-) 95

Online training — 1°tJuly 2021

Diagonal = correctly
classified samples

OA = total of

correctly classified
pixels / total samples

30


https://gis.humboldt.edu/OLM/Courses/GSP_216_Online/lesson6-2/metrics.html

IDEAMAP

Error matrix: Overall accuracy (OA)

SUDAN
Reference Data

(\%er Forest | Urban Total m Diagonal = Correctly
\ N 6 5 - . o

B water \(8 classified samples

= N

g Forest \ 31 N 37

E - : \ 22\\ " = OA = total of 3

o ~— ) correctly classified

Total | 33 | 3 | 237795 pixels / total samples

OA= _21+31+22

Online training — 1°tJuly 2021

95

=77.9%

24


https://gis.humboldt.edu/OLM/Courses/GSP_216_Online/lesson6-2/metrics.html

EBEAMAP  [£rror matrix

SUDAN

*Overall accuracy = GLOBAL accuracy measure
BUT

= Usually the errors in a classification are not random

" |Interesting to have per-class accuracy measures:
2 User’s accuracy

® |f classified as grass in the image, how likely is it that it is really

grass on the ground?
2 Producer’s accuracy

rass on ground, is it correctly classified as grass in the
It gre

Online training — 1 July 25



IDEAMAP

SUDAN

User’s accuracy

Reference Data

Classified Data

Water | Forest | Urban | Total
K
Forest 5 31 1 37
Urban 7 2 22 31
Total 33 39 23 95

Online training — 1°*July 2021

User accuracy
for Water class

For water class:

= UA = total correctly
classified pixels / row
total

21

77 = 78%

26


https://gis.humboldt.edu/OLM/Courses/GSP_216_Online/lesson6-2/metrics.html

IDEAMAP

Y 4 o °
CUDAN User’s accuracy + Commission error

For water class:

Reference Data

wo [ ]

Water

Forest

Urban

Total

37

Commission error =
100 — UA

(]
©
% Forest 5 31 1 =100 —-78 = 22%
=
§ Urban 7 2 22 31
O
Total 33 39 23 95

User accuracy

for Water class = =78%

27 ”
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https://gis.humboldt.edu/OLM/Courses/GSP_216_Online/lesson6-2/metrics.html

IDEAMAP

SUDAN

Producer’s accuracy

Reference Data

Classified Data

Water | Forest | Urban | Total
Water 6 0 2ar
Forest 5 31 1 37
Urban 7 2 22 31
23 95

Total | :: I 39

Producer accuracy
for Water class

Online training — 1°*July 2021

For water class:

= PA = total correctly
classified pixels /
column total

33 .


https://gis.humboldt.edu/OLM/Courses/GSP_216_Online/lesson6-2/metrics.html

EBEAMAP  producer’s accuracy + Omission error

SUDAN
Reference Data For water class:
Forest | Urban Total u OmiSSion error =
Water 6 0 27 100 _ PA
a Forest 31 1 37 _ . _ 0
5 ares =100-64 = 36%
g Urban 2 22 31
O
Total 39 23 95
User accurac
y 21

for Water class = =33 =64%
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